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Exercise 1: Kalman filter

In this exercise, we will investigate in more details the equa-
tions of the Kalman filter. To do that, we will rely on some
relations for Gaussian distributions.

Assuming:

e p(x) = N(z|p, A),
e p(y | z) =N(ylAz + b, L), @_
we have:
e p(y) =N(y|Ap+b,L+ AAA"), T

~——

o p@|y) =N (/A" + AL A) AL (y - b)+ A} (AT + ATLTTA)Y).

CRONC)

(@) P(x¢|z0.4-1,uot) can be computed using the first formula with: A = F, b = Buy,
L=Q, p=2%1-1,and A = P, ;4. This yields:

o &y < Fxy_ 1 + Buy,
o Py FPtfl\tleT + Q.

(b) P(x|z0.,uo) can be computed using the second formula with now: A = H, b =
0,L=R, p=2y1,and A = Py,_,. This yields:

o &, = (Py,_,+H R'H)" {HTR_l(zt —0)+ Pﬂtl_li%ﬂt—l},
o Py = (P;\tl,l + HTRle)fl_

(c) If we introduce K; = Pﬂt_lHT(HP75|,5_1HT+R)‘1 we can use the matrix identities
to fall back on the Kalman filter algorithm.



(d) See code.

(e) In the code, it requires having an expression for both the transition model and its
Jacobian which cannot be generic anymore.



